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Abstract
Current sensor networks tend to have a solitary focus where the entire sensor network is dedicated to solving a single problem. We believe this approach suppresses the wide-spread acceptance of sensor networks because each network needs to be individually designed and configured. This is in contrast to the Internet, where numerous systems of vastly different design successfully share the network medium without the need for custom configuration. In this paper we present a simple framework that provides basic network services for resource-constrained nodes. This framework has interfaces similar to Internet style protocols. This ensures that (1) different sensor nodes can interoperate without limiting the applications of sensor networks; and (2) integrating sensor networks to the Internet can be implemented easily with standard networking protocols. We use a simple environmental monitoring application to demonstrate that the proposed solution performs nearly as well as an implementation using standard TinyOS components in terms of packet delivery ratio. Furthermore, our approach provides the additional features of interoperability and seamless integration to the Internet while requiring 20% less ROM and 40% less RAM.
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1 Introduction
Wireless sensor networks have been rapidly evolving. Many current sensor networks are intelligent, autonomous, fault-tolerant, and full distributed. But, even in these highly advanced sensor networks, basic challenges do exist. Most sensor networks assume a homogeneous set of nodes serving a solitary purpose. This is contrary to the most common network, the Internet, where you can see various hardware and software platforms communicating and sharing data. What enables a computer to connect to an unknown network, send, and receive data without any manual configuration or protocol modifications? The answer is a mature networking stack that gives enough basic functionality to the application developer, without imposing many restrictions, namely TCP, UDP, IP, and DHCP. We could simply apply the same standard protocols to sensor networks. However, this would exclude many existing sensor nodes without sufficient memory or processing power to implement them. In addition, we would still need to develop methods to deploy, manage, and control this huge number of IP-based sensor nodes.

The approach taken in this paper is to define a networking stack that provides a basic set of services tailored to highly resource constrained wireless sensor nodes. These services must be simple enough to run efficiently on low-powered hardware and should not impose specific hardware or structural limits on the application. At the highest level, our networking framework should have some parallels with Internet networking. This will enable the two networks to be bridged without much difficulty. By exposing the sensor network to the Internet, we can easily develop processing and control applications that run on desktop computers with far more resources and more powerful development tools than the embedded sensors themselves. This will allow searching, control, data exchange, and management of sensor nodes from anywhere in the world.

2 Related Work
Existing sensor network architectures tend to impose too many or too few restrictions on the application designer. With too many restrictions the applications are
generally driven by the architecture; relying entirely on the architecture for every operation. With such restrictions, applications cannot reach beyond the provided architecture to provide truly innovative solutions. For example, Tenet [4] provides a tiered architecture for wireless sensor networks. Tenet, however, relies on a common task library to build applications. How can a single task library implement every possible application? In contrast, our architecture does not provide any application logic at all, only networking logic and a set of metadata descriptors that define each node’s capabilities in a standard way. Application developers are free to implement application logic using any available programming language and style.

On the other hand, architectures with few restrictions may work well in isolation, however, when several applications are run on the same network, at the same time, the best case is usually that they totally ignore each other. The worse case is they interfere with each other and none of the applications work properly. This can be seen with TinyOS [2]. TinyOS is an operating system for wireless sensor nodes that includes many networking components to use as building blocks that may be used in any arbitrary configuration. While this provides the application developer with much flexibility, it also makes it very difficult if not impossible for different applications to interoperate. In contrast, nodes using our framework are able to communicate easily.

Another class of sensor network architectures is based on query processing such as TinyDB [6], SINA [8], Hourglass [9] and [1, 7]. These architectures view the sensor node as a data source and focus their efforts on efficient ways to extract the sensed data. We do not want to limit the domain of sensor networks to only sensing tasks. Our framework is extensible in that an existing query processing architecture such as TinyDB can be used in conjunction with our basic networking framework. This allows nodes both with and without a query processing service to share the same network.

### 3 System Architecture

An Internet connected sensor network can be considered a three-tiered network, depicted in Figure 1. The lowest tier contains the sensor nodes. Not all sensor nodes are identical, but are resource constrained. An example of a sensor node is the Berkeley Mote family. These low-level (LL) nodes are peripherals that interact with the environment and do little processing or decision making on their own. The next higher tier is called the intermediate-level (IL). This layer bridges the low-level nodes to a larger network, such as the Internet. The intermediate tier stores routing information for each node in the low-level network and routes messages from or to the base station. Applications that require more complex operations, however, can implement this functionality along side the basic protocol stack. To this end, we developed the following network stack for low level nodes (Figure 2). The Node Control and Event Protocol (NCEP) provides a simple interface for applications to interact with the low level nodes, allowing LL nodes to push information to HL nodes and HL nodes to pull information from LL nodes. The Tree Source Routing Protocol (TSRP) provides reliable multi-hop communication at the low level. To allow LL nodes to dynamically join and leave the network, the Simple Association Service (SAS) provides simple node membership management as well as supplying routing information to TSRP. To hide the complexity of platform specific MAC and PHY layers, a thin layer, the Sensor Network Protocol (SNP), is in place to multiplex higher protocols onto the radio MAC. In this framework, application logic can be implemented at any layer of the stack. Extensibility has also been incorporated into each layer of the protocol stack. By using port numbers, many protocols can be multiplexed onto the same network without interference.
3.1 Node Control and Event Protocol

The Node Control and Event Protocol (NCEP) provides a bidirectional interface to low level nodes, similar to how an application can access hardware peripherals through a device driver. Three types of messages are defined in NCEP: event, request, and response (Figure 3). Request and response messages contain an op code; the valid op codes are listed in Table 1. ‘Read’ allows the LL node’s metadata to be read. To interact with an LL node the ‘call’ op code is used. Calls are sent to specific peripherals using the handle parameter. The function identifier specifies which function of the peripheral is to be called.

<table>
<thead>
<tr>
<th>Op Code</th>
<th>Parameters</th>
<th>Data</th>
</tr>
</thead>
<tbody>
<tr>
<td>read</td>
<td>address, length</td>
<td>none</td>
</tr>
<tr>
<td>call</td>
<td>handle, function identifier</td>
<td>data</td>
</tr>
</tbody>
</table>

Table 1. NCEP Op Codes, parameters, and data

Metadata is used to identify the LL node and its peripherals. Table 2 shows the metadata contents. The peripheral count specifies the number of peripherals. The first peripheral descriptor (Table 3) follows immediately after the metadata, the remaining descriptors follow contiguously from this location.

<table>
<thead>
<tr>
<th>Address</th>
<th>Length (bytes)</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>0x00</td>
<td>8</td>
<td>Hardware ID</td>
</tr>
<tr>
<td>0x08</td>
<td>8</td>
<td>Software ID</td>
</tr>
<tr>
<td>0x10</td>
<td>12</td>
<td>Device Name</td>
</tr>
<tr>
<td>0x1c</td>
<td>2</td>
<td>Peripheral Count</td>
</tr>
<tr>
<td>0x1e</td>
<td>2</td>
<td>Device Specific</td>
</tr>
</tbody>
</table>

Table 2. Metadata contents

<table>
<thead>
<tr>
<th>Address</th>
<th>Length (bytes)</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>0x20</td>
<td>2</td>
<td>Manufacturer ID</td>
</tr>
<tr>
<td>0x22</td>
<td>2</td>
<td>Hardware ID</td>
</tr>
<tr>
<td>0x24</td>
<td>2</td>
<td>Driver Revision</td>
</tr>
<tr>
<td>0x26</td>
<td>2</td>
<td>Handle</td>
</tr>
<tr>
<td>0x28</td>
<td>8</td>
<td>Name</td>
</tr>
</tbody>
</table>

Table 3. Metadata peripheral descriptor

3.2 Simple Association Service

The Simple Association Service (SAS) allows LL nodes to join and leave the network. There are three types of SAS packets (Figure 4). At startup a low-level node begins in the unassociated state. While in the unassociated state, SAS request packets are broadcast periodically.

If a node receives an SAS request packet and is itself unassociated, it ignores the packet. A node that is associated, or is an IL node, will send a response message. Because multiple nodes may respond, a random delay is applied before sending a response. The response message contains the hop count to the IL node, link quality of the received request message, and the address of the IL node. If the IL node itself is responding, the hop count is set to zero.

Upon receiving an SAS response, the LL node extracts the hop count, link quality, root address, and sender’s address from the message. If the node is not already associated (or this is the first response heard) the node saves the hop count and node addresses and enters the associated state. If the node is already associated, the message is still processed, as it might describe a better link. A response with a lower hop count, or equal hop count with higher link quality will overwrite the node’s current association information with the new response’s.

The notification message is broadcast in two cases: when a node’s association changes or when it is about to leave the network. The sub-type field is used to identify these two cases. If a node receives a leaving message from the node it is currently associated with, it must send its own notification message and re-associate to the network. An association message is handled much like an SAS response, without the link quality field (although the local link quality may be used instead). If the hop count is lower than the node’s current hop count, the node sending the notification is used as the next hop to the root node.

Because the SAS protocol operates locally, the higher level nodes may not know when an LL node joins the network. Therefore, it is the node’s responsibility to send an NCEP event message after associating. The route this message takes is stored by the IL node and used to route messages back to that node.

3.3 Tree Source Routing Protocol

The tree source route protocol (TSRP) is designed to be a simple multi-hop routing protocol used to reliably deliver messages to and from the LL node. TSRP is much like a simplified version of TCP. It implements both link level and end-to-end acknowledgments, resends, and duplicate packet detection. Unlike TCP, it is connectionless to reduce the number of messages sent and does not provide fragmentation, congestion control, or flow control to reduce complexity.

Multi-hop routing to the root node is possible by using information from the SAS association process. Each node keeps track of the next hop toward the root node. Nodes closer to the root forward packets from distant
3.4 Sensor Network Protocol

The sensor network protocol (SNP) is a simple multiplexing protocol that sits above the radio MAC. This allows multiple protocols to send and receive packets at the lowest level of the network stack. Figure 6 shows the single header field, a one-byte port identifier. This protocol is the same as TinyOS’s active message [5].

3.5 Internet Bridging

Bridging sensor networks to the Internet poses some difficult challenges. How do we communicate with the sensor in a standard way? Our approach is to use an existing network protocol, Universal Plug and Play (UPnP) [3], that has many similarities to NCEP so it is easy to bridge the two protocols. UPnP has five parts: addressing, discovery, description, control, and eventing. Addressing is provided by the operating system while the remaining parts parallel the functions of NCEP closely.

Our proposed solution is to have the intermediate-level node create a virtual UPnP device representing each low-level node associated with it. The IL node would examine the LL node’s metadata and then generate the corresponding UPnP device and service descriptions. These would be advertised by the IL node using the UPnP discovery protocol. If a node on the network wanted to access the LL node it would invoke a UPnP action which would be translated by the IL node to a NCEP call and sent to the LL node. The result would be collected and converted to a UPnP action response. Similarly, UPnP events will be generated by the IL node when a NCEP event message is received and any UPnP clients subscribed would also receive the event.

4 Performance Evaluation

To demonstrate the viability of our framework we have implemented it as a set of TinyOS [2] components. To perform an initial evaluation we have created a hypothetical temperature monitoring application. Each node simulates a temperature sensor that is allowed to increase or decrease by up to 5 degrees per second. If the temperature goes above a variable threshold, a message is sent to the root node containing the current temperature. No additional messages are sent until the temperature falls below the threshold and then again goes over the threshold.

This application was implemented using NCEP event messages to report high temperatures and NCEP commands to set the threshold. Another implementation using standard TinyOS components is used for compari-
son, where the TinyOS Collection component was used to report high temperature messages and the Dissemination service was used to set the temperature threshold. Table 4 shows the memory requirements of both implementations. Our proposed framework requires over 20% less ROM and 40% less RAM than the implementation using TinyOS standard components.

<table>
<thead>
<tr>
<th></th>
<th>Standard</th>
<th>Proposed</th>
</tr>
</thead>
<tbody>
<tr>
<td>ROM</td>
<td>20.7 Kb</td>
<td>16.2 Kb</td>
</tr>
<tr>
<td>RAM</td>
<td>1.5 Kb</td>
<td>0.9 Kb</td>
</tr>
</tbody>
</table>

Table 4. Requirements using the MicaZ platform

To evaluate packet delivery performance, five different topologies were created each with 25 nodes randomly placed in a 25m by 25m area; one node simulated the IL node. The simulation was run until each node sent 25 temperature alert messages and repeated for each topology. The average results are shown in Table 5. The number of temperature alert messages sent is 600 for both cases. In terms of the number of unique alert messages received by the root node, these results demonstrate that NCEP is nearly as good at delivering packets as the collection protocol. Additional improvements could be made to NCEP by using link quality estimates provided by most radios. The TinyOS simulator, TOSSIM, does not implement link quality at the radio level. Using link quality in the SAS association process would likely improve the packet delivery rates.

<table>
<thead>
<tr>
<th></th>
<th>Standard</th>
<th>Proposed</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alerts Sent</td>
<td>600</td>
<td>600</td>
</tr>
<tr>
<td>Alerts Rcvd</td>
<td>599.6 (99.9%)</td>
<td>596.4 (99.4%)</td>
</tr>
</tbody>
</table>

Table 5. Packet delivery results

For the implementation using TinyOS standard components, we needed to post-process the results to remove duplicate alert messages. Before this post-processing, the average number of alerts received was 702.8. In the proposed solution there were no duplicate alert messages received due to the duplicate packet detection provided by TSRP.

The proposed solution also provides an acknowledgment back to the source node when the root node receives the alert message. The average number of acknowledged alert messages was 516.2. Lost acknowledgments are partially due to asymmetric links in the network. TSRP relies on symmetric links for bidirectional communication, so any asymmetric link will cause difficulty. This is a well known problem in sensor networks and we choose to accept this performance penalty to keep our implementation simple.

5 Conclusions

This paper presents a basic protocol suite for low-level sensing nodes focusing on simplicity, extensibility, interoperability, and Internet connectivity. A temperature monitoring application was simulated using our proposed approach and compared to a solution using standard TinyOS components. The result was significantly less memory usage while achieving similar packet delivery performance with the potential to bridge the sensor network to the Internet. The protocols presented in this paper builds a solid foundation for integrating wireless sensor networks with the Internet. Our next step is to implement the UPnP bridge node.
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